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1 | INTRODUCTION

Kumarganesh Sengottaiyan® |

| Hien Dang*

Abstract

Iris biometrics is one of the fastest-growing technologies, and it has received a lot of
attention from the community. Iris-biometric-based human recognition does not require
contact with the human body. Iris is a combination of crypts, wolflin nodules, concen-
trated furrows, and pigment spots. The existing methods feed the eye image into deep
learning network which result in improper iris features and certainly reduce the accuracy.
This research study proposes a model to feed preprocessed accurate iris boundary into
Alexnet deep learning neural network-based system for classification. The pupil centre and
boundary ate initially recorded and identified from the given eye images. The iris boundary
and the centre are then compared for the identification using the reference pupil cen-
tre and boundary. The iris portion, exclusive feature of the pupil area is segmented using
the parameters of multiple left-right point (MLRP) algorithms. The Alexnet deep learning
multilayer networks 23, 24, and 25 are replaced according to the segmented iris classes. The
remaining Alexnet layers are trained using the square gradient decay factor (GDF) in accor-
dance with the iris features. The trained Alexnet iris is validated using suitable classes. The
proposed system classifies the iris with an accuracy of 99.1%. The sensitivity, specificity,
and Fl-score of the proposed system are 99.68%, 98.36%, and 0.995. The experimental
results show that the proposed model has advantages over current models.

itally captured in the form of images or sensor data. In the
forensic-based approach, human information samples, such as

The identity and authentication of humans are currently the
most important factors. External identity sources, such as radio
frequency identification enabled identity cards and magnetic
interface cards, lead to malfunction. Visible human parts such
as the finger, palm, face, nose shape, ear shape, vein patterns,
lip shape, sclera, and iris can be used as the internal sources
for human identity. An extraction feature in the form of matrix
data is called a biometric feature. Gait, signature, and keystroke
are external human sources of identity that are based on human
activity. Single- or multi-model biometric sources are used for
human identity. In the case of multi-modal biometrics, two or
more biometric sources are used. Forensic science is another
technique used for human identity. This is slightly different
from biometrics. In the case of biometrics, information is dig-

deoxyribonucleic acid and body odors, are used for the identi-
fication. The human eye consists of biometric sources, such as
the iris, retina, and sclera.

The eye image sample is shown in Figure 1. It consists of
eye protective layers such as the upper and lower eyelids. The
eyelash is projected from both the eyelids. The itis is varying in
colour and is located in the sclera. The iris is circular in size.
There are many features that can be extracted from the iris for
human identity. It provides uniqueness to every individual, even
to differentiate among twins and also between the left and right
eyes. The pupil is the innermost layer of the itis. The pupil size
varies depending on the light intensity. The pupil is located at
the centre of iris as a part of the eye. The major obstacles to
form iris segmentation from the eye are the eyelashes and the

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided the

original work is propetly cited, the use is non-commercial and no modifications or adaptations are made.
© 2022 The Authors. /2T Image Processing published by John Wiley & Sons Ltd on behalf of The Institution of Engineering and Technology.

1ET Image Process. 2023;17:227-238.

wileyonlinelibrary.com/iet-ipr 227


mailto:hiendt@tlu.edu.vn
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://wileyonlinelibrary.com/iet-ipr
http://crossmark.crossref.org/dialog/?doi=10.1049%2Fipr2.12630&domain=pdf&date_stamp=2022-09-22

228

BALASHANMUGAM ET AL.

Upper eye lid
Upper eye lash

Pupil

IRIS layers
Sclera

FIGURE 1 Eyeimage

Crypts

Concentric
Furrows
Pigment Spot

*

Wolfflin Nodules
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eyelids. The image of the eye has to be captured and recorded
during when the eye is in fully opened condition, which would
give better results.

The iris consists of various features such as crypts, concen-
tric furrows, wolfflin nodules, and pigment spots as shown in
Figure 2. The upper and lower side features are affected by the
eye laze and lids. The iris features are the combination of bio-
logical structures. The pigment spot is near to pupil. The crypts
are broad in iris layer. Wolfflin nodules are between crypts and
furrows. The furrows are located near the iris boundary.

2 | LITERATURE REVIEW

Histogram equalization and contrast-limited adaptive histogram
equalization approaches were used by Maheshan [1] to visual-
ize blurred sclera. Further segmentation was performed using
the K-means and fuzzy C-means algorithms. Alkassar et al. [2]
proposed a seed base initialization and snake-edge model for
detecting iris boundaries. The segmented scleral features were
enhanced for identification by separating the red, green, and
blue layers. The green layer had more features. Isotropic undeci-
mated wavelet features were extracted from the enhanced green
layer of the image. The extracted features were then recognized
using template matching.

Otsu’s threshold-based scleral layer identification was pro-
posed by Das et al. [3]. The red green blue (RGB) input
image in the proposed algorithm was converted into YC,Cy,.
The C, component contained more valid information. His-
togram equalization was performed on the Cr portion of the
image. Otsu’s thresholding is applied to the histogram equalized

image, which provided the mask for eyelashes and eyelids during
phase-1 processing. Otsu’s thresholding was directly applied to
the histogram equalized input image, which created the mask
eye image except for the sclera part. The Gabor filter was
further applied to the sclera. However, this method required
improvement in the atea of removal of eyelashes and eyelids.

A grey-level difference-based iris feature extraction method
was proposed by Ahmadi [4]. The author used the Chinese
Academy of Science, Institute of Automation (CASIA) V3
dataset. Barpanda et al. [5] proposed iris recognition based
on the Mel-frequency coefficients. Iris segmentation was per-
formed using the templates. The CASIA V3 and Indian Institute
of Technology Delhi (IITD) databases were used. Rajput et al.
[6] proposed a fusion radon multiwavelet transform-based iris
feature extraction technique. The circular Hough transform
(CHT) technique was used to segment the iris. This method
achieved a recognition rate of 86.05%. Devi [7] proposed an iris-
recognition algorithm for twins. The author used the CASIA
V-4 dataset to test this method.

A template-based iris segmentation approach was used in
the algorithm. Li et al. [8] proposed a robust iris-recognition
method. Gaussian mixture model (GMM)-based segmentation
was used in the method, and features were extracted using a con-
volutional neural network (CNN). The authors used the CASIA
Iris 1000 database. Hofbaueet et al. [9] proposed a CCN-based
iris recognition feature-segmentation algorithm. The circular
segmented itis was converted into a rectangular form using the
rubber sheet approach. Kumar et al. [10] proposed an algo-
rithm for detecting liveness in the iris. The iris textures were
extracted using Gaussian filters and £&-means clustering. Circu-
lar disk template-based pupil detection was proposed by Kumar
etal. [11]. The author had worked on the II'TD Multimedia Uni-
versity (MMU) dataset images. The gradient descent approach
was used to extract features.

Lv et al. [12] proposed a 2D log Gabor filter for extracting
iris features. Recognition was performed using the Hamming
distance between the pixels. Ouabidaet et al. [13] proposed an
active contour-model-based iris boundary-detection approach.
The method included filters and disc templates to detect the
iris boundary and was tested using the CASIA, MMU, and
Western Virginia University (WVU) dataset images. 1 D log
Gabor and Fearnet feature-based segmentation were proposed
by Wang et al. [14]. The algorithm was trained and tested using
the CASIA V-4, Mobile Iris Challenge Evaluation -1 (MICHE-
I), and UBIRS V-2 datasets. The equal error rate (EER) of the
proposed method varied from 2.7% to 11.2% depending on the
database.

Zhang et al. [15] proposed a robust iris segmentation using
U-Net and a dilated convolution approach. The algorithm used
the CASIA V-4 and UBIRIS V-2 datasets for testing. Liu et al.
[16] proposed a high-learning-rate network and pairwise filters
to recognize iris features. The author of the proposed work had
developed an algorithm to find the pupil and iris boundary with
the highest accuracy rate [17]. The authors also developed a
multiple left-right point (MLRP) algorithm for detecting pix-
els in the iris boundaty using the visible iris region [18]. There
have been many studies applying deep learning, such as CNN
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to classification for disease diagnosis [19-21]. Matten et al. [22]
proposed diabetic retinopathy (DR) detection using a CNN.
The retina is located in the interior of the eye. DR affects human
vision. Exudate is the DR feature used to determine the level of
disease. Region of interest based augmentations were applied
and CNN-based feature extraction was used.

In already existing works, instead of preprocessing, the raw
eye images are fed into Alexnet for feature extraction and classi-
fication. The extracted feature of existing system consists of iris
features and iris occultation’ such as eye laze and lids. Due to
this, the existing system’s accuracy level is in the range of 95.63%
to 98.6%. The computational time of the existing system also
varies from 1.12 to 1.34 ms.

3 | MATERIALS AND PROPOSED
METHODS

3.1 | Datasets

The iris recognition of the existing methods uses two stages:
iris segmentation and feature extraction. The existing methods
use iris templates, filters, and a CNN. Therefore, it is specific to
certain database images, and hence the accuracy segmentation
leads to reduced recognition accuracy. The feature extraction
of existing methods uses a CNN and fully convolutional neural
network (FCN).

The iris datasets used in the existing methods are col-
lected from and cover various databases. These are open-source
datasets; however, some providers may require the registra-
tion of researcher details to use the data. Registration forms
have been made to have access to such data. The total number
of images collected from all databases is 163,432. Specifi-
cally, we included the following datasets: CASIA V4, CASIA
cross-sensor, CASIA IRIS 1000, UBIRIS V2, L.G2200, Quality-
Face/Iris Research Ensemble (Q-FIRE), and MICHE-I.

CASIA database images wete collected from the Centre for
Biometrics and Research [23]. The UBIRIS database images
wetre collected from the University of Beria [24]. The LG2200
database was collected from the University of Notre Dame [25].
The Q-Fire datasets were collected from the National Institute
of Standards and Technology, USA [26]. The MICHE-1 datasets
were collected from the Biometrics and Image Processing
Laboratory, University of Salerno [27].

The CASIA images were captured using Near InfraRed
(NIR), Auto turn ON, and OFF lamp-enabled camera. The
images were captured with distance varying from 0.5 to 3 m.
The UBIRIS images were captured with the distance of 0.4 m.
Q-Fire images were collected with the distance ranging between
0.127 and 0.635 m. The collected datasets were having non-ideal
images, different resolutions, capturing image distance varia-
tions, and different lighting conditions. The data set access
requests wete raised with the corresponding data base providers.
The datasets were downloaded from the link provided by the
data base provider. The data bases are cited in the reference
and utilized for research purpose as per the database usage
agreement.

The biometric standards for verifying the proposed system
with collected data sets are Accuracy, Sensitivity, Specificity,
and F1-Score. The sensitivity specifies the Positive Predic-
tion Accuracy of the system. The specificity gives the negative
prediction accuracy of the system. The Fl-score is performed
using weighted average of positive prediction and negative pre-
diction values. It is used to find the distribution dataset among
positive and negative datasets.

3.2 | Proposed method

The proposed method is designed to detect the pupil boundary
and centre in an eye image using a suitable filter and morpho-
logical operations. The iris boundary was identified using the
reference pupil information and the MLRP algorithm. The iris
location was segmented by excluding the pupil area using the
parameters obtained from the MLRP. Deep learning AlexNet
was modified and trained using the iris features. A compara-
tive analysis was performed on choosing network solvers. The
images wete divided into training and testing categories. The
AlexNet classifier was used to classify networks.

(Rpix + G:/))Jix +B ix) (l)

Grayp,. =

Grayp, = ((021 X Ry ) + (0.72X Gy ) + (0.07 X B,.))
@

The proposed method consists of three stages. Stage-1 is
used to detect the iris boundary. Stage-2 is used to extract iris
features. Stage-3 is the recognition phase, which uses deep-
learning networks. A block diagram of the proposed method
is shown in Figure 3. The grey conversion was used to con-
vert the RGB format of the image into greyscale. The grey level
of the image was converted using the expression Equation (1).
This method is also called the averaging method. The terms
Ryx, Gpix, and By, represent the red, green, and blue values
of the pixel, respectively. The greypix represents the equiva-
lent greyscale value. The averaging method is not suitable for
human eye-based processing systems. Therefore, the luminous-
based method is prepared using the proposed algorithm, which
is represented in Equation (2). The grey level of the 8-bit image
varied in the range of 0 to 255.

A median filter was used as the pupil filter. The expression
for the non-linear median filter is given by Equation (3), where
Rey,, represents the median pixel value. The terms ‘u,” ‘n’, and
‘q’ correspond to the input image, replaceable pixel, and a term
derived from the filter tapping. The term ‘q’ derived from the fil-
ter tapping is given in Equation (4). The term ‘N’ represents the
filter tap. The filter tap is an odd number. The filter values are 3,
5,7,9, 11 etc., and the conversion of the grey image to binary
is achieved using the fixed thresholding method. The expres-
sion for fixed thresholding is given in Equation (5). The terms
(1, ¢) and x(7, ¢) represent the binary and input images, respec-
tively. In the proposed algorithm, the filtered image is used as
the input for the binary conversion process. A threshold value
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FIGURE 3  Block diagram of proposed method

(Thres) of 127 is fixed in the proposed algorithm to retain the
pupil part. If the threshold value is greater than or equal to 127,
the corresponding pixel is replaced by logic 17 [28].

_ . uln—q+1),..u(n),
Repoc () = medianyic |~ u(ntg— 1), K
ﬂ(ﬂ+q)
N —1
q=<2> ©)
_ JOif orelse
](r,f)—{l Z'fX(r, p)Zn%’J‘ (5)

The morphological operation uses mathematical functions
to identify the specific shapes of the elements. Initially, the
pixels were structured using a strelite operation. This was the
preliminary process required for erosion and dilation. The ero-
sion process created a thin line over the structured element
[29]. Dilation created a thicker line over the structured element.
The erosion and dilation processes are expressed in Equations
(6) and (7). The input image is P’ and ‘Q’ is the structured
element or strelite processed image. The term %’ is the vector
that is derived from ‘Q,’. “Z’ is the origin of the structured ele-
ment. The morphological area’s open and close operations are
expressed in Equations (8) and (9). Open and closed areas are
used to fill or remove structured pixels [30]. The border clear is
another functionality to replace the logic ‘1’ pixels near the bor-
der of the image. The complement of the image is obtained by
using Equations (6) to (10).

POQ={x€Z|l0Q. CP} ©6)

reo=]r @)
9€0
PoQ=(POO)® QO ®)
PeO=P®O OQ O
Px,g) = 1= P(x,9) (10)

Canny edge detection is based on a Gaussian filter. The
expression for the Gaussian filter is given in Equation (11). The
parameter ‘A’ is derived from the Equation (12). The parame-
ter ‘B’ is derived from Equation (13). The term ¢’ defines the
threshold value. The edge detector detects pixels greater than
p. The term ‘0’ defines the deviation of the filter with concern
to the standard value. The row and column of the image are
defined using the notations x” and ‘y’. The Canny edge detec-
tor uses two types of thresholding: lower and upper threshold
values. These are also called the local minimum and maxi-
mum threshold values. The term ‘Zy,,,” is the upper threshold
value and the lower threshold value is denoted by ‘Zy,,,,,” The
edge detector finds pixels that lie between the upper and lower
threshold values. The relationship between the upper and lower
threshold values of Canny is given in Equation (14).

1 2 2
Ganssian,. , = Py exp (—%) (11)
A=x—(p+1) (12)
B=y—(p+1) (13)
(10X Zp)
ZLou/er - T (14)

51017 SUOLLILIOD 9A1IE10 3 a1 dde aU) Aq pouBA0B e SBILE O 88N J0 S9N 10} ARRIG 1T SULIUO AB]1A UO (SUONIPUOD-PLE-SLLLBYLIOD" /B |1 ARG PUIIUO//SANY) SUONIPUOD P SWiS 1 31 05 *[1202/T0/v0] Uo ArIq1T8uIlUO AB1IM 891 Ad 0E9ZT 'Z/dY6v0T OT/10p/LICD"AB| W AIRIGIPUIIUO" U0 Easa1B /S LI POpeO|UMOQ ‘T ‘€202 *L996TSLT



BALASHANMUGAM ET AL.

| 231

The MLRP algorithm was used to find the visible pixels of
the itis boundary in the 180° and 360° positions [28]. The
pupil 180° pixel location is identified using the mid-row posi-
tion of the pupil boundary (x). The logic ‘1’ pixel is searched
in the ditection of 180°. A column-wise search ¢ is performed.
The seatch is completed when the logic 1’ pixel is cornered.
The cornered logic “1” pixel is recorded. The initial value of ‘x’
is incremented by the numerical value ‘1’ and the above proce-
dures are repeated to find more pixels in quadrant-1I of the iris
boundary. The initial value of <’ is reloaded and decremented by
the numerical value ‘1’ and the Identify_left_position procedute
is followed by more pixels in quadrant-III of the iris boundary.
The itis pixels near 360° in quadrants I and IV are identified
using the procedure identify_right_position. The MLRP results
are around a 30-pixel location near 180° and 360° of the iris
boundary. Iris boundaty pixels near 180° and 360° ate detected.
The distances between the pixels (Dist) are measured using
Equation (15). This is used to determine the diameter of the
itis boundary. (X, Y) tepresents the pixel in the 180° direction,
and (P, Q) represents the pixel in the 360° ditection. The (X,
Y) locations lie in quadrants I and 111, respectively. The (P, Q)
locations lie in quadrants I and IV, respectively.

Dist ((X,Y), (P,0) = \/ (-r*+0-0%) a3

} _JleG+1)-06|#0
Poxelgniy = {|Y(j+1)—y@| #0 10
Z [Z] = erljbiﬂ {X, ........ X”} (17)

Jrisygoe [X] = Trissge [P = 2 [Romd (g)] (18)

19)

([72.."3()00 LQ] - [77.-f1800 [Y])>
2

risc ey | Column) = <
]ﬁ‘fCeﬂter [Mli/] = ],7'5‘1800 [X] (20)

Irisp,, = Dist (Xigoe, Yigoo) » (Be00 5 D3600)) @1

. Iris Dia
Iris radins = P

(22)

The column shifting of the iris boundary pixel can be iden-
tified using Equation (10). The value of 7’ is the value of the
array. The terms Y and ‘Q’ are the column values of itis bound-
ary pixels. The zero shifting row values were computed using
the expression given in Equation (17). The term ‘n’ is the total
numbet of zeto shift locations. The 180° and 360° itis row val-
ues were computed using Equation (18). The iris centre row and
column values were computed using Equations (19) and (20).
The iris diameter and radius were calculated using Equations
(21) and (22). These procedures were used to accurately deter-
mine the iris boundary in the eye. The scleral top and bottom
areas may spread to the eyelids and eyelashes. Eyelash was the
most dominant noise spreading feature in the sclera.

The combination of iris patticles consists of crypts, contrac-
tion furrows, pigment spots, and Wolffin nodules. The Wolffin
nodule is located near the iris boundary. The eyelashes, eyelids,
and closing of the eye position may hide some of the Wolffin
nodules. Squatred blocks were segmented within the iris. The
square blocks extracted from the images were stacked into sepa-
rate folders. The folder consists of image features. These images
were trained using a CNN. Many deep learning pre-trained
networks are available. The pre-trained networks are squeeze
net, Google Net, Resnet-50, Darknet-53, Darknet-19, Shuf-
fle Net, NasNet-mobile, NasNet-large, Xception, Places365-
Google, MobileNet-v2, DenseNet-201, ResNet-18, Inception-
ResNet, Inception-v3, ResNet-101,VGG-19, VGG-16, and
AlexNet [31].

The proposed work uses an AlexNet multilayered deep
learning network based on the results of Tobji et al. [18].
The AlexNet architecture is shown in Figure 4. The AlexNet
significantly consists of five convolution filter layers, two nor-
malization layers, seven linear rectified layers [37]. The layers
are the input layer, convolution layer-1(conv-1), linear recti-
fied unit-1(ReLu-1), Cross Channel Nominalization-1(norm-1),
max polling-1(pool-1), grouped convolution-2(conv-2), ReLu-
2, norm-2, pool-2, conv-3, RelLu-3, conv-4, ReLLu-4, conv-5,
ReLu-5, pool-5, Fully connected-6(FC-6), RelLu-6, Drop Out-
6(drop-6), FC-7, ReLu-7, drop-7, FC-8, softmax (Prob), and
output layer. The initially segmented features of the iris were
divided into training and test images. The training and test
images were randomly selected at a ratio of 7:3.

The pre-trained Alex network was loaded, and the input
required was 227 X 227 X 3. The input images were to be resized
to 227 X 227 X 3 as per the requirement of AlexNet architec-
ture. The AlexNet end three layers were modified according to
the iris image classes. Each class consisted of a set of iris fea-
tures. The layers are fully connected -8(FC-8) (layer-23), softmax
layer (layer-24), and output layer (layer-25). The training and test
images were resized to 227 X 227 pixels according to the net-
work input requirements. The process was performed using data
augmentation. The layers before 24 need to be trained accord-
ing to the modification in the final three layers of Alex. The
layers are trained using various solvers, such as stochastic gradi-
ent descent with momentum (SGDM), squared decaying factor
(ADAM), average gradient decay factor (GDF), and SGDF [38].
The proposed work prefers a solver based on the accuracy of the
IRIS features.

4 | RESULTS AND DISCUSSION

The proposed system needs to be tested and compared with
the existing method. It is required to understand the effective-
ness of proposed research work. The test and trained image of
the proposed method are 49,030 and 114,402, respectively. The
total number of images used in the proposed method is 163,432
eye images. The total images ate divided into 49,030 test images
and 114,402 trained images. The images ate from CASIA V-4,
CASIA Tris 1000, 1.G2200, UBIRIS V-2, CASIA cross sensof,
Q-Fire, and MICHE-I database images. The proposed method
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FIGURE 5  Iris boundary detection

is trained and tested using the Dual core i3 Processor with the
speed of 2 GHz, and 8GB RAM.

The uniqueness of the proposed work starts with the identifi-
cation of the accurate boundaries of the iris. The stage-by-stage
output of the iris boundary detection is shown in Figure 5.
The input image is shown in Figure 5a. It is the left eye. The
eye image consisted of the upper and lower eyelids, eyelashes,
iris, pupil, and sclera. The proposed algorithm treats the eye-

]

lashes, eyelids, and complete iris portions as noise. The given
input image was converted into a greyscale image, and the cor-
responding output is shown in Figure 5b. The grey level of the
image varied from O to 255. The greyscale images were sub-
jected to a median filter with a masking window of 25 X 25
pixels. The image appeared blurred, as shown in Figure 5c. The
25 X 25 masking window gives the clear view of pupil. The mask
values below the 25 X 25 may give more information about iris
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boundary in addition to pupil boundary. The 25 X 25 mask win-
dow gives exact pupil area. The value greater than 25 X 25 will
lead to loss of pupil area. The blurring effect occurs in the eye-
lashes, eyelids, sclera, and iris. However, there were no changes
in the iris and pupil regions. The filtered image was converted
into a binary image with a threshold value of 128, and the results
are shown in Figure 5d.

The grey levels below 128 are converted into
128 are converted into logic ‘I’. The pupil portion appeared
and filled up with black pixels. The portions such as sclera, iris
(except pupil), and upper and lower eyelashes are removed in the
binary processing. The binary image is applied with morpholog-
ical operations such as area open, dilation, and the area close

<

0’and above

to the circle. The morphologically progressed image is comple-
mented and shown in Figure 5e. The complemented image is
further subjected to border clear operation and the correspond-
ing result is shown in Figure 5f. The white pixels near the corner
are replaced by black pixels. The output cleatly shows the pupil
part in terms of white pixel background. The region property
operation is applied with the filter of disk position. It finds the
area and the centre position of the pupil as shown in Figure 5¢g.

Now, the pupil centre and boundary appeared. To obtain the
iris boundary, the median filter is applied again on the grey-
scaled input image with a masking of 15 X 15, and the result
is shown in Figure 5h. The sclera, iris, and pupil positions
wete obtained more cleatly than for the first stage filter. Canny
edge detection is applied to the stage II filtered image with a
Canny upper threshold value of 20. The corresponding results
are shown in Figure 5i. If the edge detector threshold is less
than 17, inner particles appear between the pupil and iris. If the
threshold value is greater than 20, iris boundary information
is lost. Therefore, the threshold value of 20 was fixed in the
proposed method.

The left and right boundaty positions of the iris boundary
were located using the MLRP algorithm with concern to the
pupil centre and boundary. The centre pixel location was identi-
fied using Equations (15) and (19). The diameter and radius of
the iris boundary were computed using Equations (20) and (21).
The corresponding results are shown in Figure 5j. The identified
pupil and iris boundaries are marked on the edge-detected eye
image, as shown in Figure 5k. This indicates that the centres of
the pupil and iris boundaries are not the same. In some images,
the centres were the same. The iris and pupil boundaries were
marked in the input image, and the corresponding outputs are
shown in Figure 51.

Table 1 shows a sample of five eye images. The table param-
eters were used to provide the boundary line for extracting
iris features, excluding the pupil and other eye parts. The IRIS
features were extracted in a rectangular form within the iris
boundary. The pupil and iris diameters were a combination of
pixels in the diameter line.

The iris is a combination of concentrated furrow pigment
spots, wolflin nodules, and crypt layers. The iris features were
segmented from the eye image within the boundary limits using
the Table 1 parameters. A sample of the segmented features is
presented in Figure 6. The features show iris features excluding
the pupil. This covers the entire region of the iris boundary. In

FIGURE 6 Segmented IRIS features of img_1

12 outputs, 12 samples of features are shown in the output. The
outputs shown in Figure 6a and 6f are feature extraction in com-
bination with crypts and contraction furrows. The combination
of crypts, pigment spots, and concentrated furrows is shown in
Figures 06g, 0h, 6i, and 6j. Pure crypt features were extracted, as
shown in Figure 6e. Combinations of pigment spots and crypts
are shown in Figures 6b, 6c, and 6d. The combination of wolflin
nodules, crypts, and concentrated furrows is shown in Figure 0l.
The features were extracted using rectangular coordinates. The
rotational-invariant problem is inconsistent with the proposed
method.

The dataset used in the proposed method and the distribution
among training and test categories are shown in Table 2. The
images were randomly distributed using a random distribution
toolset. There are three types of datasets from CASIA: cross-
sensor, Version-4, and iris-1000. The LG 2200 dataset consisted
of approximately 116,564 iris images. The Q-Fire dataset con-
sisted of 3008 images, of which 2106 and 902 were taken as
the training and test distributions, respectively. The MICHE-I
dataset images were divided into 2234 and 957 images for train-
ing and testing, respectively. The total number of images used in
the proposed method was 163,432. The numbers of training and
test images were 114,402 and 49,030, respectively. The image
size of CASIA V-4 is 320 X 280. The image size of LG2200,
CASIA cross sensor, Q-Fire, and MICHIE-I is 640 X 480. The
image size of UBIRIS V2 is 400 X 300.

The segmentation accuracy of the proposed system was com-
pated with that of the existing method, as shown in Figure 7.
The segmentation accuracy is important for achieving better
feature extraction. The execution error was compared with the
1-D log Gabor and Fear-net methods proposed by Wang et al.
[14]. The proposed method showed smaller errors of 1.79%,
8.69%, and 4.6%, respectively, for CASIA V-4, MICHE-I, and
UBIRIS-V2 datasets.
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TABLE 1 IRIS and pupil boundary parameters

MLRP attained parameter

Image 180° pixel 360° pixel Diameter Centre pixel Diameter Centre pixel
name position position of pupil position of pupil of iris position of the iris
Img_1 226,166 226, 550 26 226, 364 384 226, 358
Img 2 189, 98 189, 400 21 188, 246 302 189, 249
Img 3 180, 141 180, 397 18 180, 310 255 180, 308
Img 4 165, 221 165, 381 17 166, 326 160 165, 325
Img 5 167, 84 167, 348 18 168, 214 264 167, 216
TABLE 2  Datasets and distribution of proposed method 998

996
S. No Data set Training Test Total Y

- o~ -\3(/
1 CASIA V-4 23 1797 770 2567 992 A

. ol NS /\
2 CASIA Tris 1000 [23] 14,000 6000 20,000 ona
3 L.G2200 [25] 81,595 34,969 116,564 T ses v N\
4 UBIRIS V-2 [24] 7771 3331 11,102 g 984 / \ v \7
3
5 CASIA cross sensor [23] 4900 2100 7000 g %2 A \ / Y
98 2

6 Q-Fire [26] 2106 902 3008 ars -\ / e seom
7 MICHEI [27] 2234 957 3191 976 \\ // —W=ADAM——
Total 114,402 49,030 163432 o7 Y ——GDF
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FIGURE 7 Segmentation performance analysis

The images were loaded and converted to 227 X 227 X
3 pixels, which is acceptable for the Alex network. The final
three layers of AlexNet were modified according to the database
classes given in Table 3. AlexNet layers 2 to 23 were trained
using three different solvers, and their accuracies were com-
pared. Table 3 shows that the ADAM solver provides higher
accuracy for CASIA IRIS 1000, LG2200, UBIRIS V-2, and
Q-Fire. The SGDM method provided lead accuracy for the
CASIA V-4 and MICHE-I datasets.

An analysis of the AlexNet training solver is shown in
Figure 8. The GDF solver provided less accuracy for all the
datasets. However, it achieved a minimum accuracy of 97.3%
for CASIA IRIS 1000 dataset. The accuracy levels of SGDM
and ADAM were the same with almost nearest values. This
shows that the difference in accuracy is within 0.5%. In most

97.2

97

CASIAV-4 CASIAIRIS LG2200 UBIRISV-2 CASIA Q-FIRE  MICHE-I
1000 Cross
sensor

FIGURE 8  AlexNet solver analysis

datasets, ADAM leads slightly, compared with SGDM. There-
fore, either the ADAM or SGDM can be used to train the
network. This complete database was trained and validated by
using the ADAM solver to compute the overall accuracy of the
system.

The training and testing accuracies obtained for the network
are shown in Figure 9. The network was trained and validated
under the minimum and maximum epochs of 8 to 30. The accu-
racy is above 80% after the second epoch. The accuracy level is
above 95% after the fifth epoch. The training and test images
show a perfect fit after the 10th epochs. It shows that the sys-
tem requires a minimum of 10 epochs to get higher accuracy.
Epochs may increase till 30 for getting higher accuracy and again
depends on the selected data base images. The epochs above 30
will lead to the deviation in the train and test images and also
reduce the accuracy level. In the above analysis, for a particular
image at the 11th epoch, the accuracy level is high and at 12th
epoch onwards the accuracy level gets decreased. It shows that
the iris images with AlexNet architecture will give the perfect
fit at the 11th epoch. The proposed method achieved an overall
accuracy of 99.1%, including the entire database.

The proposed method used various database images. The
accuracies of the proposed system are listed in Table 4. The true
positive, true negative, false positive, and false negative were
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TABLE 3  Accuracy assessment based on training solvers of AlexNet
Solver CASIA V-4 CASIA IRIS 1000 LG2200 UBIRIS V-2 CASIA cross sensor Q-FIRE MICHE-I
SGDM 99.1% 98.7% 98.7% 99.2% 98.2% 99% 99.5%
ADAM 98.7% 99.4% 99.2% 99.4% 99.4% 99.25% 98.4%
GDF 98% 97.3% 98.1% 99% 97.8% 98.4% 98.1%
100 Final
80 Training (smoothed)
80 Training
— —8— — Validation
70
9
< 60
&
£ 50
3
< 40
30
20
10
10 20
0 1 | I 1 | 1
0 100 200 300 400 500 600
Iteration
FIGURE 9  AlexNet work training and validation
TABLE 4 Proposed method accuracy analysis
True True False False Accuracy
(TP+1IN)
Trained Test positive negative positive negative 7TP + IN+Y.
S. no Data base images images (TP) (TN) (FP) (FN) ( FP + EN )
1 CASIA V-4 23] 1797 770 1774 761 23 9 98.7
2 CASIA Itis 1000 [23] 14,000 6000 13,929 5970 71 30 99.4
3 LG2200 [25] 81,595 34,969 81,014 34,705 581 264 99.2
4 UBIRIS V-2 [24] 7771 3331 7730 3315 41 16 99.4
5 CASIA cross sensor [23] 4900 2100 4876 2083 54 17 99.4
6 Q-Fire [20] 2106 902 2093 893 13 9 99.25
7 MICHE-I [27] 2234 957 2206 936 29 21 98.4
Total images 114,402 49,030 113,622 48,663 812 366 99.2

computed using trained images, test images, and authorized and
unauthorized classifications. The TP refers to the number of
valid images identified as true. The TN refers to the number
of invalid images identified as false. The FP refers to the num-
ber of invalid images identified as true. The FN refers to the
number of valid images identified as negative. The CASIA IRIS
1000 [23] data base in Table 4 is used for explanation. The num-
ber of trained and test images from the data base is 14,000 and
6000, respectively. The proposed system identifies TP as 13,929,
TN as 5970, FN as 71, and FN as 30. The accuracy obtained
on CASIA IRIS 100 database with the proposed method is
99.4%. The classification was performed manually and cross-

verified using a simulation. The numbers of trained images, test
images, TP, TN, I'P, and FN of the images were 114,402, 49,030,
113,622, 48,663, 812, and 360, respectively. The accuracy of the
proposed system is 99.2. The total number of true positives was
113,622 using the Alexnet with ADAM solver.

The performance of the proposed system is analyzed using
sensitivity, specificity, and Fl-score and the corresponding
numeric scores are shown in Table 5. For CASIA V4, IRIS
1000, the cross-sensor sensitivity varies from 99.5% to 99.79%.
The MICHI-1 data base sensitivity is 99.06%. For CASIA V4,
IRIS 1000, the cross-sensor specificity vaties from 97.07%
to 98.82%. The MICHI-1 data base specificity is 96.99%.
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TABLE 5 Comparison of proposed system accuracy with existing methods
Sensitivity % Specificity % Fl-score
S. no. Data base % % 1P+(++m
1 CASIA V-4 [23] 99.50 97.07 0.991
2 CASIA Iris 1000 [23] 99.79 98.82 0.996
3 L.G2200 [25] 99.68 98.35 0.995
4 UBIRIS V-2 [24] 99.79 98.78 0.996
5 CASIA cross sensor [23] 99.65 97.47 0.993
6 Q-Fire [26] 99.57 98.57 0.995
7 MICHE-I [27] 99.06 96.99 0.989
Overall 99.68 98.36 0.995
TABLE 6 Comparison of proposed system accuracy with existing methods
Data base CASIA-1000 LG2200 UBIRIS-Ver-2 CASIA- V4 Q-Fire CASIA cross sensor
Tobji et al. [18] 95.63% 93.17% 99.41 - - -
Bazrafkan et al. [33] 99.3% - 94.9% - - -
Nguyen et al. [34] 98.8% 98.7% - - - -
Zhao et al. [32] - - - 96.15% - -
Liu etal. [16] - - - - 98.85% 98.69%
Arsalan et al. [36] (DenseNet) 99.14
Liu et al. [35](condensed CNN) 98.81%
Sun et al. [38] 98.5%
Proposed method 99.4% 99.2% 99.4% 98.7% 99.25% 99.4%

The overall sensitivity and specificity are 99.68 and 98.30,
respectively. The specificity is 1.36% lesser than the sensitiv-
ity. The overall F1-Score of 0.995 is a good value and shows
the distribution of positive and negative values at uniform
rate.

The proposed method was trained and tested on a wide range
of datasets. Table 6 shows the results of the proposed method
compared with the existing methods, carried out by various
researchers. The proposed method achieved 99.4% accuracy on
the CASIA IRIS 1000 dataset, which is closer to the method
proposed by Nguyen et al. [34]. The accuracy of the LG2200
data set is 99.2%, and 0.5% greater than the method proposed
by Nguyen et al. [34] and 6% greater than that achieved by Tobji
et al. [18]. The accuracy of UBIRIS V-2 is 99.4%, which is com-
paratively equal to Tobji et al. [18], and also 4.5% greater than
Bazarafkan et al. [33]. The accuracy of the CASIA V4 data set
is 98.7%, which is 2.55% greater than the method proposed by
Zhao et al. [32]. The proposed method’s accuracy obtained on
Q-Fire and CASIA cross-sensor datasets is 99.25% and 99.4%,
respectively, which is more than 1% greater than the method
proposed by Liu et al. [16]. The accuracy level of the proposed
method closely matches with that of DenseNet and condensed
CNN.

The deep learning networks give a close level of accuracy.
Therefore, the timing complexity is performed and compared

in Table 7. The images are trained and tested using other
deep learning networks such as DenseNet, ResNet, and VGG.
Fluctuation in accuracy is observed while using a wide range
of databases. The Alexnet will give a higher degree of accuracy
to proposed images. The deep learning network accuracy of
others was found to be decreased on proposed images. The
timing complexity is also computed for the proposed system.
The average execution time of the images is shown in Table 6.
The proposed method’s overall computation time from input
image to authentication is 1.01 ms which is slightly less than
DenseNet and CNN for the Img_1. Therefore, the proposed
system used the AlexNet for covering a wide range of databases.
If the system is adopted using the proposed method it could
cover the real images in a different environment.

5 | CONCLUSION AND FUTURE WORK

The proposed method was applied to iris recognition systems
using precise segmentation and an AlexNet deep learning mul-
tilayer network. The segmentation process includes the initial
detection of the pupil boundary. The MLLRP algorithm was used
to detect the iris boundary and the centre. Many images used
in the database have different types of pupil and iris centres.
The total number of images used is 163,432 which includes
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TABLE 7 Timing complexity analysis

Data base Technique Augmentation Computational time
Arsalan et al. [34] DenseNet Nil 1.34 ms
Liu et al. [35] Condensed CNN Brightness, shifting, and scaling 1.12 ms
Proposed method AlexNet MLRP, median filter, and morphological operations 1.01 ms

the trained and test images. The proposed system achieved a
segmentation accuracy of 98.21 %. The datasets were trained
using AlexNet with an ADAM solver. The AlexNet with ADAM
solver achieved a system accuracy of 99.1% on all dataset
images. The proposed system covers various dataset images,
such as CASIA IRIS 1000, CASIA V-4, CASIA cross sen-
sor, LG2200, Q-Fire, and MICHE-I. The proposed work was
trained and tested using 163,432 iris images from seven standard
eye data bases. The data base selection was done based on the
methods found in the literature work. The images were of differ-
ent resolutions which were supported by the proposed system.
The proposed work uses the preprocessing stage which helps
to find the clear iris boundary. An automated cropping param-
eter extracts iris area which excludes iris noise occultation. The
clear iris feature is finally extracted using the proposed system.
There are multiple features that are extracted to separate the iris.
The features are trained and classified using Alexnet. It helps
the proposed system to reach a high accuracy level of 99.2%
and also reduces the computational time to 1.01 ms. The F1-
score of the proposed system is in the scale of 0.995. It shows
the uniform distribution of images among positive and negative
levels.

Future work: The proposed work is performed using cross
compiler mode. In order to implement the proposed system in
real time, the suitable hardware is required. The input images
are to be captured using a camera. The size of camera cap-
tured image has to be reduced in accordance with the proposed
algorithm.
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